
In memory of our friend Alfredo 



This special session is dedicated to Alfredo Petrosino who
unfortunately passed away prematurely few weeks ago

It is not easy for me commemorating a friend. Many of 
you had known Alfredo and I would like to try with you
retracing our memories of him

Alfredo was a friend, colleague and mentor full of 
enthusiasm, tenacity and talent

I would like to remember that also in this last months, he 
has been morally present until the end of his days, hiding
his illness and difficulties



q 1989 
q M.Sc. in Computer Science at the University of Salerno,

Supervisor E. R. Caianiello, Neural Networks pioneer

q 1989 – 1994 
q Fellow researcher at the National Research Council (CNR)

q 1995 
q joined the International Institute for Advanced Scientific

Studies (IIASS) 

q 1996 to 2000
q joined the National Institute for Physics of Matter (INFM) as

researcher

Appointments held



Alfredo was very proud of having been a collaborator 
of Caianello. I rember that in his office he had a poster 
with a picture of him

The collaboration with the IIASS continued throughout his
life. Here he met among others Prof. Maria Marinaro, 
Prof. Anna Esposito, Tina Nappi.

My first memory of Alfredo dates back to this last 
period. In 1998 I began to work on my laurea thesis at
the University of Salerno and I also remember the 
partecipation to the first conferences, as the WIRN 
conference, togheter my supervisor Roberto Tagliaferri
and in those occasions I met Alfredo 



q 2000
q joined the National Research Council (CNR) as researcher

q 2003
q was Senior researcher at the National Research Council

(CNR) 

q 2005 
q he moved to the University of Naples Parthenope as

Associate Professor
q Responsable of Computer Vision & Pattern Recognition

Laboratory, DiST, University of Naples Parthenope
q Node of «Laboratorio Nazionale di Artificial Intelligence and 

Intelligent Systems» (AIIS), CINI

Appointments held



In that last period I started a more intensive 
collaboration with Alfredo

In 2006 Alfredo invited me to hold a seminar at the 
Parthenope University

I still remember the topics, Neuro-Fuzzy systems and 
Independent Component Analysis

In 2007 I joined his department as a researcher



q 2013
q Full Professor at the University of Naples Parthenope
q Coordinator of the M.Sc. in Applied Computer Science

q 2016 
q Vice-president

q IEEE Italy Section CIS Chapter

q 2018
q Vice-Rector of Information Technology at University of Naples

Parthenope
q Supervisor iOS Foundation Program at University of Naples

Parthenope
q Vice-President of Associazione Italiana per la ricerca in 

Computer Vision, Pattern Recognition e Machine Learning (CVPL-
ex-GIRPR) 

Appointments held



q He taught courses on Operating Systems, Image 
Processing/Computer Vision and Machine 
Learning
q 1991-2006, University of Salerno
q 1997-1998, University of Siena
q 1999-2006, University of Naples Federico II
q 2001-2019, University of Naples Parthenope

q Book 
q Sistemi Operativi: un approccio basato su concetti, 

McGraw-Hill, 2009  

Courses held



q Editorial board
q Information Sciences
q Pattern Recogntion Letters
q IET Image Processing journals

q co-editor of special issues
q IEEE SMC 
q Image and Vision Computing
q Parallel Computing

Editorial activities



q Organizer of  
q 17th International Conference on Image Analysis and 

Processing, 2013
q Workshop on Formal Language and Automata, 2016
q Computer Vision, Pattern Recognition and Machine 

Learning Conference (CVPL),  2018
q IAPR Summer School on Machine and Vision Intelligence 

(VISMAC), 2018 
q 12th International Conference on Internet and 

Distributed Computing Systems (IDCS), 2019
q Workshop on Fuzzy Logic and Applications (WILF) 

about computational intelligence topics since 1995

Research activities
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WILF has always been a reference conference for me

I have a good memory of the conference WILF 2005 in 
Crema, where with Alfredo and Prof. Michele Ceccarelli 
spent a wonderful evening talking about research



q His research interests covered a broad spectrum
of issues related to
q Computational Intellingence
q Intelligent Systems
q Machine Perception and Sensors
q Pattern Analysis and Recognition
q Neural Networks and Machine Learning methods
q Image Processing and Analysis
q Computer Vision

Research interests



q The mainstreams of the research in collabaration with 
other components of the CVPRLab
q Pattern Recognition

q Neural Networks
q Markov Random Fields
q Neuro-Fuzzy systems
q Rough Sets
q Kernel Methods
q Learning and model selection
q Applicative issues

q shape classification
q event detection and classification
q clustering
q tracking
q video surveillance

Research interests



q Computer vision
q image analysis
q multiresolution
q object recognition
q soft computing in image analysis
q attentive vision mechanisms with applications to video 

surveillance
q medical imaging
q multimedia data treatment

Research interests



Pioneering works
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Alfredo authored several important works. I 
would like rembering some of the most known by 
scientific community  

In this paper a binary associative network model 
with minimal number of connections is examined

This is one of the first scientific works I read in 
1997 during the course on neural networks at the 
University of Salerno and I was very impressed
by the methodological rigour



Pioneerings works
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The model presented in this work is based on a 
hierarchical modular structure for realizing a system
capable to learn by examples and recognize
objects in digital images

The adopted techniques are based on 
multiresolution image analysis and neural networks

This work is still actual and mainly used by deep
neural networks based approaches for object
recognition in computer vision



Pioneering works
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This is an important work for analysing structured
data 

This was one of the ispiring works for developing
a classification methodology for structured data 
based on  fuzzy rules, that I studied with Alfredo 
and Prof. Witold Pedrycz



Pioneerings works
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A Self-Organizing Approach to Background
Subtraction for Visual Surveillance Applications

Lucia Maddalena and Alfredo Petrosino, Senior Member, IEEE

Abstract—Detection of moving objects in video streams is the
first relevant step of information extraction in many computer
vision applications. Aside from the intrinsic usefulness of being
able to segment video streams into moving and background
components, detecting moving objects provides a focus of atten-
tion for recognition, classification, and activity analysis, making
these later steps more efficient. We propose an approach based
on self organization through artificial neural networks, widely
applied in human image processing systems and more generally
in cognitive science. The proposed approach can handle scenes
containing moving backgrounds, gradual illumination variations
and camouflage, has no bootstrapping limitations, can include
into the background model shadows cast by moving objects, and
achieves robust detection for different types of videos taken with
stationary cameras. We compare our method with other modeling
techniques and report experimental results, both in terms of
detection accuracy and in terms of processing speed, for color
video sequences that represent typical situations critical for video
surveillance systems.

Index Terms—Background subtraction, motion detection,
neural network, self organization, visual surveillance.

I. INTRODUCTION

VISUAL surveillance is a very active research area in com-
puter vision thanks to the rapidly increasing number of

surveillance cameras that leads to a strong demand for auto-
matic processing methods for their output. The scientific chal-
lenge is to devise and implement automatic systems able to de-
tect and track moving objects, and interpret their activities and
behaviors. The need is strongly felt world-wide, not only by pri-
vate companies, but also by governments and public institutions,
with the aim of increasing people safety and services efficiency.
Visual surveillance is indeed a key technology for fight against
terrorism and crime, public safety (e.g., in transport networks,
town centers, schools, and hospitals), and efficient management
of transport networks and public facilities (e.g., traffic lights,
railroad crossings) [1].

The main tasks in visual surveillance systems include motion
detection, object classification, tracking, activity understanding,

Manuscript received November 13, 2007; revised March 26, 2008. The as-
sociate editor coordinating the review of this manuscript and approving it for
publication was Dr. Til Aach.

L. Maddalena is with the Institute for High-Performance Computing and Net-
working, National Research Council, 80131 Naples, Italy (e-mail: lucia.mad-
dalena@na.icar.cnr.it).

A. Petrosino is with the Department of Applied Science, University of Naples
Parthenope, 80143 Naples, Italy (e-mail: alfredo.petrosino@uniparthenope.it).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TIP.2008.924285

and semantic description. Our focus here is on the detection
phase of a general visual surveillance system using static cam-
eras. The detection of moving objects in video streams is the
first relevant step of information extraction in many computer
vision applications. Aside from the intrinsic usefulness of being
able to segment video streams into foreground and background
components, detecting moving objects provides a focus of atten-
tion for recognition, classification, and activity analysis, making
these later steps more efficient, since only moving pixels need
be considered [2].

The usual approach to moving object detection is through
background subtraction, that consists in maintaining an up-to-
date model of the background and detecting moving objects
as those that deviate from such a model. Compared to other
approaches, such as optical flow (e.g., [3]), this approach is
computationally affordable for real-time applications. The main
problem is its sensitivity to dynamic scene changes, and the con-
sequent need for the background model adaptation via back-
ground maintenance. Such problem is known to be significant
and difficult [4]. Some of the well-known issues in background
maintenance, that will be specifically addressed in the sequel,
include:

• light changes: the background model should adapt to
gradual illumination changes;

• moving background: the background model should in-
clude changing background that is not of interest for
visual surveillance, such as waving trees;

• cast shadows: the background model should include the
shadow cast by moving objects that apparently behaves
itself moving, in order to have a more accurate detection
of the moving objects shape;

• bootstrapping: the background model should be properly
set up even in the absence of a complete and static (free
of moving objects) training set at the beginning of the se-
quence;

• camouflage: moving objects should be detected even if
their chromatic features are similar to those of the back-
ground model.

Our approach to moving object detection is based on the
background model automatically generated by a self-organizing
method without prior knowledge about the involved patterns.
The idea consists in adopting biologically inspired methods for
moving object detection, where visual attention mechanisms
are used to help detecting objects that keep the user attention in
accordance with a set of predefined features, such as gray level,
motion, and shape features. It will be shown, by qualitative
and quantitative results, that our adaptive model, extending [5],
can cope with all the above mentioned issues for background

1057-7149/$25.00 © 2008 IEEE
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This work has had a great impact in the computer 
vision scientific community

It is still used for many challenges on benchmarks
data 

Many extensions are proposed also in this last years
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In recent years Alfredo has devoted much of his
time for managing the Apple Foundation

I would like to present you a brief presentation of 
Alfredo at the Addademy



Interview at Apple Foundation



We will always remember you as a friend, 
colleague and mentor full of enthusiasm, 
tenacity and talent.

A hug. 
Bye Alfredo
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I would like to thank Alfredo for everything he 
taught us and above all for how to deal things with 
tenacity

My strong hug goes to the family


